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abstract: This article discusses intelligence. One side is formal information processing according to the bit-list law and the other is semantic information processing according to three models under the headings of semantic ontology, information equation and bit-list logic. The three types of intelligence can be carried by person and computer along with their synergetic system such as man-com-net. The well definition of intelligence which contains information or ontology with term as language and knowledge without different meanings. Then the problems of the Babel and the Plato’s cave should be solved better.
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Introduction
The purpose is to reconsider the nature of intelligence based on the eight modes of intelligence [
] and the eight steps of processing [
]we already knew.
It is important for us to find that the Babel[
] and the Plato’s cave[
] contain the issues of pattern recognition, language understanding and knowledge representation, in which the same essence such as digital symbol (instead of any language made up of word and concept) and semantic content (unknown and known as knowledge made up of concept and relation) should be restudied for that it is coherent as the two sides of a coin to view the categories (concept, word and relation) of information and elements (concept, term and relation) of ontology, while that if intelligence means information processing then the nature of information and its three categories should be restudied before the synergistic mind to be understood in this paper.
Context of this paper, not only refers to metaphysics, epistemology, methodology and the philosophy of language as well as information, but also refers to linguistics, logic and mathematics as well as informatics, especially computer science. 
The general frame in this paper could be viewed under the headings of Semantic Ontology, Information Equation and Bit-List Logic (with Bit-List Law). 
PartⅠ
1. Semantic Ontology

Leadin 

The nature of ontology will be reconsidered theoretically by using zxh’s semantic pyramid as geometrical model or tool described in PartⅠ.
It is important for us to find that the most fundamental categories of existence, especially as basal notional system or macrostructure, can be viewed intuitionisticly in virtue of the modle of semantic ontology. 

Context of PartⅠmainly refers to metaphysics, epistemology and the philosophy of language as well as the philosophy of information.

Frame of PartⅠcould be viewed under the sub-headings of The Linguistic Turn, Semiotic-Triangle and Semantic Pyramid. 

1. 1. The Linguistic Turn

The linguistic turn in Western philosophy during the 20th century was the most important characteristic of focusing of philosophy, and consequently also the other humanities, on language as constructing reality.

Wittgenstein can be considered one of the ancestors of the linguistic turn, This follows from his ideas that philosophical problems arise from a misunderstandig of the logic of language in his earlier work, and his remarks on language games in his later work. 

As we know, the earlier and later Wittgenstein’s discourses are conflicting, and both of them followed by a large numbers of henchman. But none of them found the well-knit pretext or reason for us to integrate the tow sides of the earlier and later issues Wittgenstein discussed. 

Following my reconsideration based on the synergistic mind and thinking deeply, you will find that there is a way to integrate the tow sides from the semiotic-triangle to the semantic pyramid (ZOU XIAO HUI 2005, p.305-316)[
].     

1. 2. Semiotic-Triangle 

picture 1 is a sketch map of the semiotic-triangle with remarks up and down..

	the epistemic turn (1)
the philosophy of mind (quest for knowledge)

	thought or
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 referrence   

symbolises           refers to

(correct)               (adequate)

symbol    stands for (true)    referent  

	the linguistic turn (2)               metaphysics
 (the philosophy of language)         (look after ontology of the world)


picture 1

The view on philosophy by using the Semiotic-Triangle as tool in picture 1, will help us more intuitionisticly and easier to reconsider two turns happened before.

you can see, it is on the contrary that the two directions of the epistemic turn (1) and the linguistic turn (2) posted what those historic philosophers paid attention to.

1. 3. Semantic Pyramid

picture 2 is a sketch map of the Semantic Pyramid from the Semiotic-Triangle
	Knowledge means attribute and relation of concept [knowledge turn (1)]
virtual semantic content unknown or known ---- semantic or knowledge ontology
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 concept

knowledge   
                 information turn (3)
                   relation
                          language       world
                     word                      thing（mass + energy）

	virtual digital form (data) ---- formal ontology or term
Language means type and relation of word [language turn (2)]


picture 2
Here, the view on philosophy by using the Semantic Pyramid as a tool in picture 2, will help us more intuitionisticly and easier to reconsider the three turns that there are interrelated as well as different.

you can see, it is very interesting that the knowledge turn (1) and language turn (2) come to be supplement each other at the information turn (3) up-to-date. The three turns posts us something which the contemporary philosophers and scientists should be paid much more attention to. That is why the tetrahedron as a model of generic information or the general semantic pyramid reconstructed from the semiotic-triangle to be useful. In other words, it is constructive for us to restudy with those theories thereinafter.   
Metaphysics is concerned with the most fundamental categories of existence.

Aristotle named 10 categories: substance, quantity, quality, relation, place, time, posture, habit or possession, action, passion (receiving). Kant proposed the following system:Quantity (Unity, Plurality, Totality), Quality (Reality, Negation, Limitation), Relation [Inherence and Subsistence (substance and accident), Causality and Dependence (cause and effect), Community (reciprocity)], Modality (Possibility, Existence, Necessity). Peirce proposed a system of merely three phenomenological categories: Firstness, Secondness, and Thirdness. Edmund Husserl (1962, 2000) wrote extensively about categorial systems as part of his phenomenology.Contemporary systems of categories have been proposed by Wilfrid Sellars (1974), Grossman (1983), Johansson (1989), Hoffman and Rosenkrantz (1994), Roderick Chisholm (1996), and Barry Smith (ontologist) (2003).
Epistemology primarily addresses the following questions: 

"What is knowledge?", "How is knowledge acquired?" and "What do people know?". There are many different topics, stances, and arguments in the field. Recent studies have dramatically challenged centuries-old assumptions, and the discipline therefore continues to be vibrant and dynamic.

The philosophy of language, for Analytic Philosophers is concerned with four central problems: the nature of meaning, language use, language cognition, and the relationship between language and reality; for Continental philosophers tends to be dealt with, not as a separate topic, but as a part of Logic, History or Politics. The fact that language is not a transparent medium of thought had been stressed by a very different form of philosophy of language which originated in the works of Johann Georg Hamann and Wilhelm von Humboldt. Analytical philosophy did not relate to this tradition. The humanities recognized the importance of language as a structuring agent. Decisive for the linguistic turn in the humanities were the works of yet another tradition, namely structuralism and poststructuralism. Influential theorists are Judith Butler, Luce Irigaray, Julia Kristeva and Jacques Derrida.

Summary 

If still restudy all sorts of knowledges or languages by philosophers respectively in metaphysics, epistemology and the philosophy of language, even cooperating with scientists, then we would not got hold of sixty-four-dollar question. The best way is to get computer aided on internet better and better. So generally speaking, right-sizing on the most fundamental categories should be paid attention to.
Here, it is a cogitative one that we used both in brain and computer. 

Diagram 1 is a sketch map of the basal category, domain and existing discipline.
	 (22 = 4)
	The 4 basal category

	
	word
concept         (virtual) thing

relation

	( 23 = 8)
	the 8 basal domains

	
	the 8 kinds of digital form of information as formal systems

	
	Zi or word
	formula
	picture
	table
	wave
	image
	3D
	movie

	
	or ( for that it is as the two sides of a coin to view form and content )

	
	the 8 kinds of semantic content of information as architectonic learning

	
	philosophy
	natural
	artificial
	mental
	social
	symbolic
	logic
	mathematic

	
	
	science

	 (2n = ?)
	the existing discipline or topic which can easily be searched on internet

	the custom-built architectonic learning or formal systems for any user or (virtual) agent


Diagram 1
PartⅡ

2. Information Equation 

Leadin 

The nature of information will be reconsidered theoretically using zxh’s info- equation as algebraic model and its method of indirect numeration will be re-checked up practicably comparing with the direct one. 
It is important for us to find that any kind of formal information can be indirectly counted accurately in virtue of the info-equation. 

Context of PartⅡmainly refers to linguistics, logic and mathematics as well as informatics, especially computer science.

Frame of PartⅡcould be viewed under the sub-headings of the Existing Formal Theory, Improved Formal Theory and Info-Equation Based on Indirect Numeration. 

2. 1. Existing Formal Theory
Let Σ be an alphabet, a non-empty finite set. Elements of Σ are called characters. A string (or word) over Σ is any finite sequence of characters from Σ. For example, if Σ = {0, 1}, then 0101 is a string over Σ. The length of a string is the number of characters in the string (the length of the sequence) and can be any non-negative integer. The empty string is the unique string over Σ of length 0, and is denoted ε or λ.

The set of all strings over Σ of length n is denoted Σ n. For example, if Σ = {0, 1}, then Σ 2 = {00, 01, 10, 11}. Note that Σ 0 = {ε} for any alphabet Σ.

The set of all strings over Σ of any length is the Kleene closure of Σ and is denoted Σ*. In terms of Σ n, [image: image1.png]3



. For example, if Σ = {0, 1}, Σ * = {ε, 0, 1, 00, 01, 10, 11, 000, 001, 010, 011, …}. Although Σ * itself is countably infinite, all elements of Σ* have finite length.

A set of strings over Σ (i.e. any subset of Σ*) is called a formal language over Σ. For example, if Σ = {0, 1}, then the set of strings with an even number of zeros ({ε, 1, 00, 11, 001, 010, 100, 111, 0000, 0011, 0101, 0110, 1001, 1010, 1100, 1111, …}) is a formal language over Σ *.

2. 2. Improved Formal Theory 

2. 2.1. Three Expressions Improved
Comparing with the Existing Formal Theory above, the Improved Formal Theory hereinafter gives emphasis to three expressions:

First, regard Σ as Benchmark Frame of Reference for that all the copy or re-using of its elements (e.g. 0, 1) can be viewed as gene (e.g. A,T,G,C) in Biology,but here it to be used in the Improved Formal Theory as Culture-Gene or Pan-Text-Gene.

Secondly, regard Σn = {ε, 0, 1, 00, 01, 10, 11, 000, 001, 010, 011, …} as Super- Subset, thereinto, Σ = {0, 1} to be regard as Benchmark Subset.
Finally, Super-Subset (Σn) should be disassembled into a series of Evolved Ladder regarded as Answering Frame of Reference (see Diagram 2 for instance) .
Diagram 2 illustrates the Improved Formal Theory compared with the Existing.
	the Improved Formal Theory

	Σ
	0

1

00

01

10

11

000

001

010

011

… …

111

0000

0001

0010   

0011

… …

1111

… …

… …


	EL1
	Σn

	Σ2
	
	EL2
	

	Σ3
	
	EL3
	

	Σ4
	
	EL4
	

	Σn
	
	ELn
	

	the Existing Formal Theory

	Σn = {ε, 1, 00, 01, 10, 11, 000, 001, 010, 011, …}


Diagram 2
EL, in the Diagram 2, is the abbreviation of Evolved Ladder. Σ = {0, 1} just is an example, here is an other example, such as Σ = {a, b,…,z},and you would find more.
As you see, there are equivalent Formal Theories taking one with another. But it is especial that the three expressions improved, namely the Benchmark Subset ( as Benchmark Frame of Reference), Super-Subset and the Form of its Evolved Ladders, would be used synergisticly for the Pattern Recognition, Language Understanding and Knowledge Representation. In view of doing these jobs, the function as well as efficiency of the Improved Formal Theory is much better than the Existing.  
2. 2.2. from Practical to Perfect
I have been never suspicious of the Existing Formal Theory which is Practical untill the moment I am sure of that the Improved Formal Theory should be established or invented for that I finally found the three kinds of Perfect-Set which is much more efficiency than the existing practical Set. 
What is the Perfect-Set? It comes from to limite the existing practical Set which at least has two shortcomings namely its members not only unlimited but also motley. 
So members of the Perfect-Set should be limited first. For instance, if 2≤n≤c then 2n or Σn could be limited perfectly for digital account and symbolic process, here though n < < c (velocity of light, here we takes numerical value of c)usually.
Whereafter, the Perfect-Set should be made up of three kinds of sub-sets, namely Single Sub-Set, Layered Sub-Set and Labeled Sub-Set. Thereinto, the Single Sub-Set means the Benchmark Subset ( as Benchmark Frame of Reference), Layered Sub-Set means EL (Evolved Ladder), and Labeled Sub-Set means EL1, EL2,…, ELn with type or attribute labeled. If the Perfect-Set could be used in any kind of symbolic system, then it would be easier to complete the Pattern Recognition, Language Understanding and Knowledge Representation (including to optimize ontology system managing).
Hereby, you would make a clear distinction between the Improved Perfect-Set and the Existing Practical Set.
2. 3. Info-Equation Based on Indirect Numeration
As we know,if each kind of data class is clear, then the data structure and the arithmetic both for digital account and symbolic process must be easier discovered or acquired. Herewith, using the Improved Formal Theory instead of the Existing Formal Theory, or using the Perfect-Set instead of the Practical Set, in the field of Pattern Recognition, Language Understanding and Knowledge Representation (including to optimize ontology system managing), things would be much easier done aided with the help of computer, especially the synergistic computing based on the Perfect-Set.

Diagram 3 illustrates difference between the two computing methods
	two methods of limited digital account and symbolic process

	separate computing
	synergistic computing

	based on the Practical Set
	based on the Perfect-Set

	using the Existing Formal Theory
	using the Improved Formal Theory

	direct Numeration
	Indirect Numeration

	H = log S n = n log S
	n n = D = K + U

	I (X;Y ) = I (Y; X) = H (X ) + H (Y ) － H (X,Y )
	U = D－K

	with Data-Base
	with Data-Base and the Measure of Knowledge 


Diagram 3
Ralph Hartley's 1928 paper, Transmission of Information, uses the word information as a measurable quantity, reflecting the receiver's ability to distinguish that one sequence of symbols from any other, thus quantifying information as H = log S n = n log S, where S was the number of possible symbols, and n the number of symbols in a transmission. The natural unit of information was therefore the decimal digit, much later renamed the hartley in his honour as a unit or scale or measure of information. Alan Turing in 1940 used similar ideas as part of the statistical analysis of the breaking of the German second world war Enigma ciphers.

Much of the mathematics behind information theory with events of different probabilities was developed for the field of thermodynamics by Ludwig Boltzmann and J. Willard Gibbs. Connections between information-theoretic entropy and thermodynamic entropy, including the important contributions by Rolf Landauer in the 1960s, are explored in Entropy in thermodynamics and information theory.

In Shannon's revolutionary and groundbreaking paper, the work for which had been substantially completed at Bell Labs by the end of 1944, Shannon for the first time introduced the qualitative and quantitative model of communication as a statistical process underlying information theory, opening with the assertion that

"The fundamental problem of communication is that of reproducing at one point, either exactly or approximately, a message selected at another point." 

With it came the ideas of

the information entropy and redundancy of a source, and its relevance through the source coding theorem; 

the mutual information, and the channel capacity of a noisy channel, including the promise of perfect loss-free communication given by the noisy-channel coding theorem; 

the practical result of the Shannon–Hartley law for the channel capacity of a Gaussian channel; and of course 

the bit—a new way of seeing the most fundamental unit of information

A basic property of this form of conditional entropy is that: 
H (X|Y ) = H (X,Y ) －H (Y ) 
Mutual information and other information measures

A basic property of the mutual information is that: 
I (X;Y ) = H (X ) －H (X|Y ) 
That is, knowing Y, we can save an average of I(X;Y) bits in encoding X compared to not knowing Y. Mutual information is symmetric:

I (X;Y ) = I (Y; X) = H (X ) + H (Y ) － H (X,Y )

Related quantities like self-information, Pointwise Mutual Information (PMI), 

Kullback-Leibler divergence (information gain), and differential entropy also play a crucial role in information theory.

	There are three illustrations for farther study of Info-Equation mentioned in Diagram 3

	function

equation

identity

term (for short)

qualification

n n = D
D = n n
simple equation

a x = d
f (x) = 0
U = D－K
D = K + U
Knowledge
x = d － b
f (x) = 0
U = n n－K
simple function

y = a x － b
f (x,y) = 0
Note: U (an agent or its user Unknown) here stands for a partial information that means the id number(s) in the field unknown remained as semantic content (except known as Knowledge). And here in the database, fore- n for list id, rear- n for row id, n n fixing on bit-list of any lattice.


	illustration 1


	domain

	equation

	identity

	term  (for short)

	qualification


	Physics 

	I = E / m

	E = c c m

	Information = Energy / mass

	iff  n = c


	Semantics
	I = C/ S
	I = C
	Concpet / Semantic content
	iff  S = 1


	Logci 

	I = D / F
	I = D 
	Data / Form (digital content)
	iff  F = 1


	Mathematics 

	I = n n
	I = n n
	(square of the id) numbers

	2 ≤ n ≤ c


	Note: I (Information) here stands for the total information from f (x) = 0 to f (x，y，z，ict) = 0 


	

	illustration 2


	f ( ) = 0
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x，y，z，ict   (unknown number in the id tables)
    a + bi + cj + dk   ( known number in the id tables) 

	illustration 3


The Measure of Knowledge based on the Bit-List law will be introduced in Part Ⅲ.

Part Ⅲ

3. Bit-List Logic

Part Ⅲ will use zxh’s Bit-List as analytic model to reconsider the nature of logic theoretically and its role as wel as its reusable tools or the indirect measures of language and knowledge practicably.

It is important for us to find that the helpful indirect measures of language and knowledge can be viewed intuitionisticly in virtue of the Bit-List analytic modle. 

Context of Part Ⅲ mainly refers to methodology and computer science.

Frame of Part Ⅲ could be viewed under the sub-headings of The Measure of Knowledge (with the Single-List, Double-List and Multi-List), Bit-List law and Bit-List logic (as the unified straightforward expression of logic). 

1. 1. The Measure of Knowledge (with the Single-List, Double-List and Multi-List)
Plan 1 is a sketch map of Zxh’s Tabulation Cooperating with Computer.
	It is synergisticly for ontology query to compute both number and symbol.

	single-list
	double-list
	multi-list

	id

1

2

3

n

Each Zi or Zi Zu has 

its own specific place or  

sequence as id log here.
	id

Zi

1

2

3

n
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(Zi in the Font )

It takes all Culture-Genes
	id

1

2

3

n

1

2

3

n

 ( Zi Zu = word or phrase )

   It would be re-used here

 with bilingual permutation.

	It is for id query.
	It is for type query.
	It is for attribute query.

	It is as medi-symbol.
	It is for integrated concept expression.


Plan 1
Plan 1 opens out the elements of the measure on which any kind of digital form or semantic comtent (e.g. language or knowledge, symbol or concept and its relation) especially ontology could be weighed up. Here, the double-list as balance, its poise or  weight in the multi-list, its graduation or scale in the single-list, all of them made the virtual balance namely the measure of knowledge. 

It would be better to look it like the Global Position System (GPS) but here we should insert a extraordinary word such as Software, Language or Knowledge, and all the new members or words for short will be cut in the turm GPS, thereupon the new turms GSPS, GLPS and GLPS would be madeup as the particular tools for searching Software, Language or Knowledge on internet with computer or agent aid. 
If it could do so well, then what elements or basal law it should follow?   

1. 2. Bit-List law
In case of synergistic measure such as the GSPS, GLPS and GLPS, at least there are five elements or basal law should be noticed or introduced here.

First, the two formal theories should be restudied. 

Plan 2 is a sketch map of the two formal theories restudied
	the Improved new one’s strongpoint

	Perfect-Set
	Single Sub-Set to be used as Benchmark Frame of Reference

	
	Layered and Labeled Sub-Sets to be found out and used as measure

	
	Layered Sub-Set to be used as Form Answer Frame of Reference

	
	Labeled Sub-Set to be used as Content Answer Frame of Reference

	
	It is efficient to deal with quite limited members in each Sub-Set

	
	It is clear to deal with type and attribute of members in each Sub-Set

	the Existing old one’s shortcomings

	Practical Set
	It is a motley Set in nature

	
	two shortcomings: 

	
	It is inefficient to deal with unlimited members in Set

	
	It is difficult to deal with motley members in Set or most Sub-Set

	
	(functions of the three Sub-Set in it still to be turned a blind eye to)

	


Plan 2
And then, introduce the elements or basal law.
Plan 3 is a sketch map of the eudipleural tabulations with n columns and n rows.
	It is easy for agent to query id.
	It is easy for user to query Zi Zu.

	id

1

2

3

(digit)
n

1

2

3

n


	id

Zi   
1

2

3

n


	id

1

2

3

(word)
n

1

2

3

n



	decimal and binary transform in background
	Zi and Zi Zu (as word and phrase) in Chinese

	Eudipleural tabulations are adapted to both computer (agent) and person (user) to query info.


Plan 3
It is much easier for us to introduce the Bit-List Law both computer (agent) and person (user) should follow. 

If a Practical Set can be analyzed as the three Perfect-Set, then the order and place of each element in Single Sub-Set must be exclusive and invariable. 
And then, the member in Layered Sub-Set must be ranked following the Evolved Ladder; the member in Labeled Sub-Set must be labeled with its type or attribute. 
In those condition, we find that any element in the Single, Layered and Labeled Sub-Set, must be obeyed these laws as follows:
The first Bit-List law: it is orderly, diverting, simple and esthetical for re-using that elements should be ranked in Single Bit-List as the id numbers;

The Second Bit-List law: it is exchengeable for re-using that if any two of Layered Sub-Sets could be juxtaposed as a pairs of synonymies in the Double-List, then the Left List and the Right List would be replaced from each other.

The Third Bit-List law: it is exact for re-using that if more than two Labeled Sub-Set could be juxtaposed as a synonymies, then the order and place of each grid or lattice (GeZi in Chinese) would be fixed in this Multi-List.

The Four Bit-List law: it is pending request for re-using that if more than two Sub-Set could not be layered or labeled, then there might be two kinds of problems [
] need to be dealt with logicly.  
1. 3. Bit-List logic (as the unified straightforward expression of logic)
The Indirect Formatted Method is based on the Double-List which is quite suited for both artificial intelligent (digit processor) and human intelligent (nature language user). And the Indirect Formatted System is made of the three kinds of Tabulations namely Single-List, Double-List and Multi-List. It is the expression of Bit-List Logic.  
The Bit-List Logic could captain all kinds of the other logic expression, such as the tradition logic expression based on nature language used by any user (as common person) , symbolic logic expression based on boolean variable used by any digital computer, predication logic expression based on Frege’s symbol used by any expert.
It is important that we can use the bit-list in the system of any language (or any symbol).
Questions in logic: 
	Question 1:  Dos the antinomy lie concealed in Concept ?

	Figure 1 is a sketch map of the antinomy lie concealed in Concept.

	Concept

   Type 1--------1 Attribute 

     (type)   (attributes)

1      n

n      1

(examples)   (object)

Example 1---------1 Object

              Thing 

	Figure 1


Question 2:  what is the real role of logic?
It is my answer.

The macro-one is telling us how to find the antinomy in a system (or a speech), 

The micro-one is telling us how to make choice at a node with many meanings.
Question 3: Should we say that Socrates is one of the pioneer of logic ?

It is my answer.

we should, for he directly points out one of the role of logic (namely: telling us how to find the antinomy in a speech) and he established one of the foundation of logic (namely: telling us how to make a judgment or a series of judgment).
Question 4: Should we say that Plato also is one of the pioneer of logic ?

It is my answer.

we should, for he indirectly points out one of the role of logic (namely: telling us how to avoid different meanings) and he established one of the foundation of logic (namely: telling us how to nail down the notion ofconcept on which the judgment, proposition and inference all based).
Question 5: expressions, such as Chinese and English (as one of the Western language) as well as artificial formal language, are absolutely necessarily ?

If it is so, what should we do ?
Question 6: Is it important that the two manners of thinking between Chinese and Western are quite different ?
	Figure 2 is a sketch map of one of the difference.

	
[image: image2]

	Figure 2


Figure 3 is a sketch map of one of the other difference.
	
[image: image3]

	Figure 3


Question 7: Should we say that both human and artificial intelligence as well as other intelligence just examples of the synergistic mind ?

Or Should we say that synergistic mind is the nature of intelligence?
Conclusion
Since the computer and internet revolution happened, philosophers, scientists, engineers, doctors, artists, musicians and persons from many other professions systematically turn to digital representations or expressions of logic. If these are just pure appearances or forms, then we are not facing a new category of Plato’s cave. But these are not. We are not only still in the face of the localization of language mentioned in the story of Babel but also still in the face of the localization of knowledge expounded in virtue of the Plato’s cave. That is why we should not rest on the formal information revolution and must stride forward the semantic information (knowledge) revolution. We can understand intelligence which contains information or ontology in logic. 
Going a little further I fortunately find a simplest method within three models namely the basal semantic ontology (geometrical one), the intact information equation (algebraic one) and the abstract bit-list logic (analytic one). As we know person is good at processing semantic content while computer is good at processing digital form. In computer science we know that not only information made of semantic content and digital form but also ontology made of terms with any kind of language and knowledge which contains consepts and relations. We should cast back to ancient times to understand that the story of Babel means language understanding and the Plato’s cave means knowledge representation. And the problems of intelligence are person overlaping with computer. ontology and information are as two sides of a coin. In this survey article we first discussed what different scientific projects, by man-com-net which contains person and computer, we got the well definitions of information and ontology without different meanings.
Illustration is a sketch map of outline of these findings or definitions.
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	 (Is it the virtual side of the system?)

knowledge (semantic content)  
   
           attribute(shows relation)

concept                           elements of ontology
           type(shown by symbol)   = information       
                                               (term)         synergistic intelligence
language (digital form)                                   (intelligent system)
object or
thing (carrier or vehicle)
= mass and energy limited within space or time 

(Is it the real side of the system?)


Reference  
� linguistic-verbal, logical-mathematical, musical, bodily-kinesthetic, spatial, intrapersonal, interpersonal, naturalist


� input, feedback, management (parting, combining ), storage, output, transmitting


� we are still in the face of the localization of language as it mentioned in the story of Babel


� we are still in the face of the localization of knowledge as it expounded in virtue of the Plato’s cave.


� There is the publish number (ISBM981-05-5217-3) of the CLSW-6 corpus.


� One is about how to find the antinomy of system, the other is about how to make choice at node or on path. 
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